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Abstract—Conversational recommendation system (CRS) at-
tracts increasing attention in various application domains such
as retail and travel. It offers an effective way to capture users’
dynamic preferences with multi-turn conversations. However,
most current studies center on the recommendation aspect
while over-simplifying the conversation process. The negligence
of complexity in data structure and conversation flow hinders
their practicality and utility. In reality, there exist various
relationships among slots and values, while users’ requirements
may dynamically adjust or change. Moreover, the conversation
often involves visual modality to facilitate the conversation. These
actually call for a more advanced internal state representation of
the dialogue and a proper reasoning scheme to guide the decision
making process.

In this paper, we explore multiple facets of multimodal conver-
sational recommendation and try to address the above mentioned
challenges. In particular, we represent the structured back-end
database as a multimodal knowledge graph which captures the
various relations and evidence in different modalities. The user
preferences expressed via conversation utterances will then be
gradually updated to the state graph with clear polarity. Based
on these, we train an end-to-end State Graph-based Reasoning
model (SGR) to perform reasoning over the whole state graph.
The prediction of our proposed model benefits from the structure
of the graph. It not only allows for zero-shot reasoning for items
unseen in training conversations, but also provides a natural
way to explain the policies. Extensive experiments show that
our model achieves better performance compared with existing
methods.

Index Terms—Recommendation systems, conversation, knowl-
edge graph

I. INTRODUCTION

CONVERSATIONAL recommendation system (CRS) has
become an emerging research topic in information seek-

ing. It integrates the strength of recommendation systems and
conversation techniques. In general, recommendation systems
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predict users’ preferences towards items by analyzing their
past behaviors such as click history, visit log, and ratings
on items, etc [10, 13, 37, 41, 46, 47, 48], which are widely
applied in many domains such as While with the help of multi-
turn conversations, the system can further capture the detailed
and dynamic preferences of users, which may lead to better
recommendation results and user experience [22, 23, 32].

There have been many efforts centered on integrating con-
versation modelling into recommendation systems. From a
broader perspective, pioneering works emerge from tag-based
interaction between user and systems where the interaction is
mainly realized by tags [5]. To further improve the conve-
nience of developed systems, more efforts focus on multi-turn
conversations with natural language as both system’s input and
output [18, 36, 50]. Generally speaking, existing methods have
emphasized on three broad directions: a) Since the key advan-
tage of CRS is being able to ask questions, a line of studies
work on learning to ask appropriate attributes/topics/categories
of items to narrow down the candidate items [5, 44, 45, 51];
b) Another line of efforts target at learning better strategy for
making successful recommendations with less turns of inter-
actions [16, 17, 36]; c) There are also works that further delve
into in-depth dialogue understanding and response generation
[4, 18, 25, 43, 50].

However, there exist several shortages of these current meth-
ods. First, most of these methods directly generate responses
via action prediction and entity linking, while ignoring the
various relationships among slot values and its relation to
the explicit dialogue state representations [16, 18], shown as
Fig. 1(a). This would lead to less informative representation
of user preference and thus harm the recommendation perfor-
mance. For example, when one user wants to find a cheap
item, it indicates that the user has negative preference on the
other price values. Second, the modelling of dynamic user
preference change is relatively weak. Although some efforts
try to achieve this with graph based methods [7, 17, 27, 43]
as shown in Fig. 1(b), they fail to represent the dynamic
change in an effective way. For example, the model in [17]
simply deleted the mentioned attributes or items negated in
historical turns without updating any user or item representa-
tions. Meanwhile, the model in [43] only considered the most
updated user requirements for each slot without remembering
any former denied ones.[7] Last but not the least, most of the
existing works focus on textual conversations. However, there
is a growing demand for multimodal conversations to facilitate
recommendation in domains like e-commerce retail and travel.
Although there are some initial works [21, 23, 29, 32], the
over-simplified usage of image information hinders the image

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on September 01,2022 at 05:52:15 UTC from IEEE Xplore.  Restrictions apply. 



1520-9210 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMM.2022.3155900, IEEE
Transactions on Multimedia

2

user system

Dialogue history

Action prediction
Entity ranking

System 

response

(a) Corpus-based methods [16, 18]

user system

Dialogue history

Action prediction
Entity rankingSystem 

response

(b) Graph-based methods [7, 17, 27, 43]

+-
+ +

user system

Action prediction
Entity ranking

Dialogue history

System 

response

(c) Our method

Fig. 1: The workflow of the existing methods and ours.

modality’s contribution in conversational recommendation.
To address the above-mentioned issues, we focus on a new

scheme as shown in Fig. 1(c). We explore the complex rela-
tionship among slots and values in the back-end item database
and represent the structured data into a multimodal knowledge
graph. Then the graph is updated with user preferences rep-
resented in the dialogue states with the conversation goes on.
Based on which, the actions to take, such as recommendation
or further inquiry, can be generated via performing reasoning
on the state graph. Specifically, the state graph is initiated as a
signed graph containing positive and negative links to model
the complicated relationships among items, slots and values,
as well as the rich modalities of information in the back-end
database. Then we gradually update the state graph to capture
the dynamic user requirements based on the user intention
harvested from the conversation history. The state graph is
updated in an explicit way by adding, deleting or changing
the links between the user and and other nodes based on
the dynamic user preference. Basically, the state graph keeps
track of the conversation progress and serves as a base for
performing reasoning about entity ranking of the nodes. We
then train an end-to-end graph reasoning model SGR to infer
reasoning which explicitly differentiates between positive and
negative user preferences. Since the prediction results inherit
the graph structure, it caters for cold start venues and provides
natural explanations.

We summarize our contributions as follows:
• We explicitly model users’ dynamic preferences and

integrate it with a multimodal knowledge graph for better
state representation. The update of the graph reflects the
real change of users’ preferences based on both textual
and visual modality.

• We design a state graph reasoning model to capture the
various evidence in the multimodal knowledge graph, and
generate more accurate agent behavior predictions.

• Extensive experiments demonstrate the effectiveness of
our proposed method. Qualitative results also show that
the proposed method not only handles zero-shot situations
well but also offers good explainability.

II. RELATED WORK

Our work is closely related to three lines of researches: con-
versational recommendation, graph reasoning and multimodal
knowledge graph. Here, we will briefly discuss the connections

between these lines of research and emphasize the research gap
targeted by this work.

A. Conversational Recommendation

Conversational recommendation aims at providing inter-
active recommendations through dialogues. Compared with
traditional static recommender systems, it has the advantage
of capturing users’ dynamic preferences from the multi-turn
utterances [15].

The existing works on conversational recommender systems
fall into three broad categories. One line of efforts was
largely question driven. They focused on learning to ask
attributes/topics/categories of items to reduce the search space
[5, 44, 45, 51]. For example, Multi-Memory Network (MMN)
[45] was a unified model integrating query/item representation
learning and conversational search/recommendation. It learned
user preference by asking questions. However, it did not
contain any special policy network to decide when to ask or
recommend. Another line of studies targeted at better strategy
for making successful recommendations in less turns. For
instance, Conversational Recommender Model (CRM) [36]
applied reinforcement learning to decide when to ask or rec-
ommend items based on users’ current preference learned by a
belief tracker. However, they would only recommend one time,
which would fail if the user gave negative feedback on rec-
ommendations. To solve these problems, Estimation–Action–
Reflection (EAR) [16] was proposed to learn user preferences
and rank the items and attributes. A policy network was
applied to determine whether to ask attributes further or
recommend items. The model would also be updated when
the user rejects the recommendations. Later on, the authors
further devised an interactive path reasoning mechanism to
help ranking of item and attributes [17]. Beyond emphasizing
on the recommendation part, the third line of efforts delved
into in-depth dialogue understanding and response generation
[4, 18, 25, 43, 50]. For example, knowledge graph was in-
troduced in Knowledge-Based Recommender Dialog (KBRD)
[4] to bridge the recommender system and the dialogue system
in an end-to-end manners. The model linked the entities in
dialogue history to the external knowledge graph to enhance
the representation of users’ preferences. Then the dialogue
system can generate responses that are consistent with users’
interest. Similarly, the model in [49] incorporated both word-
based and entity-based Knowledge Graph (KG) to enhance the
semantic representations in CRS. However, these models lack
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dialogue state management. In our work, we incorporate the
knowledge graph into our internal dialogue state representation
and perform reasoning on it to yield better results.

B. Graph Reasoning

With knowledge graph structures, there are a lot of efforts
trying to do reasoning over the graph to enhance conver-
sational recommendation performance. Actually, graph rea-
soning has been successfully applied to many tasks such as
social network analysis, question answering, recommendation,
and so on. For conversational recommendation, Open-ended
Dialog KG (OpenDialKG) [27] learns the optimal path of
dialogue context within a large common-sense KG for open-
ended dialogue system. The system would ask questions about
the attributes of items and also chat with the users. It applies
attention-based graph decoder to rank the candidate entities
from the KG. During path walking, it prunes unattended
paths to effectively reduce the search space. A Simple Con-
versational Path Reasoning (CPR) [17] is an extension of
EAR which utilizes user’s attribute feedback explicitly and
converts conversational recommendation as an interactive path
reasoning problem over graph. It relies on users’ historical
interaction records to learn user and item representations
by offline training. Besides, it only considers the one-hop
neighbor entities of the attributes or items while ignoring
different slots and values of the items.

To capture users’ dynamic preference, researchers proposed
user memory reasoning for conversational recommendation
[43]. They constructed user memory graph by users’ past pref-
erences and the current requests during conversation. When
updating the memory graph, they just considered the sentiment
relations. Relational Graph Convolutional Network (R-GCN)
was applied to learn the hidden state of each entity and
predict dialogue action. More recently, an adaptive reinforce-
ment learning framework, namely UNIfied COnversational
RecommeNder (UNICORN) was proposed in [7]. The model
integrated three separated decision-making processes in con-
versational recommender systems as a unified policy learning
problem. A dynamic weighted graph was designed to capture
the sequential information of the dialogue history which is
beneficial to learn user’s preference on items. However it also
only uses weighted entropy to select the candidate slots and
values similar to SCPR.

Our work is close to these works but has several key
differences. First, the existing work ignores the complicated
relations among items, slots and values. The inter-connections
among them also provides evidence for reasoning. For in-
stance, when one user prefers cheap venue, it signals negative
tendencies towards the venues which are connected to other
price categories. To this end, we propose the signed Graph
Convolutional Network (GCN) based method to better model
the polarity in user preferences. Second, we update the state
graph to model the dynamic change of user preferences in an
explicit way. Our model performs reasoning over the global
state graph instead of local one as in [17].

C. Multimodal Knowledge Graph

As we incorporate multimodal information into knowledge
graph to perform reasoning, our work is also closely related
to the works on Multimodal Knowledge Graph (MMKG).
MMKG integrates multimodal data (such as images and texts)
into the knowledge graph and treats the image or text as an
entity or an attribute of the entity [24, 38]. In general, MMKG
representation learning can be divided into two categories:
feature-based methods [28, 42] and entity-based methods [30].
The former kind treated the visual information as the features
of entities. They modify TransE model [2] to integrate the
visual features of entities. However, this kind of methods
requires each entity to provide visual information, which was
not suitable for many tasks. The later one [30] constructs
the MMKG by adding extra relations on the original KG,
such as hasImage, hasDescription. The multimodal infor-
mation could be aggregated into its neighbor entity. Then
GCN or R-GCN was applied to learn the representations of
the entities. For instance, the researchers in [39] introduced
Knowledge-driven Multimodal Graph Convolutional Network
(KMGCN) to model the semantic representations of textual
information, knowledge concepts and visual information for
fake news detection. [35] was the first work that incorporated
MMKG into recommender systems. In this work, multimodal
knowledge graph attention network was proposed to learn
the representations of entities. The experiments demonstrated
that multimodal features outperform any single-modal fea-
tures. However, the application of MMKG in conversational
recommendation is currently under-explored. In this work,
we aim to make use of the MMKG to boost conversational
recommendation performance.

III. METHODOLOGY

The overall framework is illustrated in Fig. 2. The proposed
SGR model starts from 1) constructing an MMKG. Then for
each dialogue, it 2) updates the MMKG-based state graph
turn by turn; and 3) reasons over the state graph for detailed
decision making.

Specially, as each conversation begins and goes on, we
update the state graph gradually to introduce user preferences
expressed in both textual and visual modalities. The update
module includes add, change and negate operations, which
helps to capture user’s dynamically changing requirements in
a convenient and explicit way. Based on the up-to-date state
graph, we conduct reasoning over it via signed graph convo-
lutional neural networks. It integrates evidence from the inter-
connections of nodes and captures the preference polarities of
user. Guided by the detailed intent actions predicted via pre-
trained GPT-2 model, the corresponding entities such as the
slots, values or venues are then ranked via the learned node
representations accordingly. In what follows, we introduce
these modules in detail.

A. Constructing MMKG

Different from the current dialogue research using database
query for the target, we aim at building graph structure to
capture various information for reasoning the target. Hence, we
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Fig. 2: The overall architecture of the proposed SGR model. It first builds the initial MMKG to capture back-end database
knowledge. Then based on gradually updated state graph during the conversation process, it performs reasoning over the state
graph to generate agent action decisions.

expect it to have the following characteristics: 1) it should have
the ability to capture different modalities, such as texts and
images; 2) it should be able to represent various relationships
in the back-end database, such as exclusive relations among
values of the same slot; and 3) we also expect it to be able to
handle users’ preference polarities such as like or dislike.

To achieve these, we construct the general MMKG to
represent the back-end database. Formally, we represent the
graph as G = (ε, γ), where ε denotes the set of nodes, and γ
represents the links in the graph. Generally, the nodes represent
the items and the attributes in the database. The attributes can
be some textual terms or images belonging to the items. To
cover different modalities, we follow the entity-based MMKG
method [30] to treat the images as the nodes in G. The links
connect the items and its attributes. They can be of different
types indicating different relationships among attributes. The
links can also represent different polarities such as positive or
negative links. For example, for the scenario of conversational
recommendation on the task of finding places, the nodes are
the venues and the slot-value pairs of these venues (here
the venues refer to the aforementioned items, and the slot-
value pairs refer to the attributes such as price-cheap). There
exists various relationships among the values for the same
slot: 1) slots containing mutually exclusive values (such as
price with value candidates cheap, moderate and expensive
etc); 2) slots without mutually exclusive values (such as has
image). To represent the exclusive relationships, we update
these link combinations between the venue and the slot-values.
For example, if the attributes of one venue contain price-
cheap, then there will be positive link between the venue and
price-cheap and negative link between the venue and the other
price-value candidates.

B. Updating MMKG-based State Graph

As the conversation begins and goes on, it is essential for
the agent to understand users’ intention with textual or visual
modalities. We thus transform the dialogue states (such as

inform-price-expensive which represents the action, slot and
value, respectively) into state graph initiated by the MMKG
and update it gradually as the conversation goes on. We add a
node to represent the current user and use the signed links
to denote the user preference polarity towards the entities
in the MMKG. Note that our constructed MMKG contains
information in both modalities, and the user dialogues are also
flexible in modality usage. To give a clear view of how to
update the state graph, we illustrate the process according to
information modality separately.

1) Update Textual Slots: The textual information conveys
users’ requirements and preferences. It is natural for users
to change their requirements as the conversation goes on.
Therefore, we update the state graph dynamically including:
add, change, negate. When the user provides new requirements
(see turn 2 in Fig. 3), we add signed links between the user and
the corresponding slot-value nodes. When the user changes
requirements, we can also change the links for further update.
It can be seen that the state graph can effectively reflect users’
dynamic preferences in an explicit way. And it is convenient
to change the links based on the dialogue state. By adding the
signed edges between the user and the attributes, we can show
users’ like and dislike clearly in the state graph.

2) Update Intention via Image: In our multimodal conver-
sational recommendation task, users usually offer images to
express their intention conveniently. To understand users’ in-
tention based on images, we apply a layer-by-layer taxonomy-
based ResNet [11] classifier to learn the visual features of the
images [19]. To update users’ intention into the state graph,
we compute the cosine similarities between the user provided
images and the images in the MMKG. If there exist images
in the MMKG with similarity scores exceeding a pre-defined
threshold, we will update the state graph by adding a positive
link between the user and the image in the MMKG (see turn
3 in Fig. 3). In this way, the user will be quickly connected to
a specific venue closely. Also, if the user negates an image of
an venue provided by the agent, we will also add an negative
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link between the user and the very similar images in MMKG.
Then the related venue node would easily receive negative
tendencies from the user via the links.

C. Reasoning over State Graph

To facilitate the description of the following modules, we
define Bt = {b1, b2, · · · , bm} as the belief states of turn t. bt
summarizes the dialogue history up to the current turn t. Each
state consists of tuples like {a, s, v}, where a is action, s is
slot and v is the value.

For turn t, given the historical dialogue state Bt and the
previous state graph Gt−1 of turn t-1, the target of our model is
to predict a series of tuples Y = {y1, y2, · · · , yn}, where yi =
{ai, si, vi}. If ai = request, the vi will be set to null. If ai =
recommend, the si will be set to null. We first predict the
actions and then get the detail arguments of the corresponding
dialogue actions. We introduce the details of each step in the
following sections.

1) Predicting Dialogue Actions: The dialogue actions of
the agent have a strong dependence on the Bt. Many of
the existing works apply classification model to predict the
dialogue act for each turn. However, this oversimplifies the
conversational recommendation scenarios as demonstrated in
[20]. Human agents often perform more than one action in a
single turn. As it is unrealistic to pre-define the number of
actions to perform in each turn, we cast the action prediction
as a sequence generation task, in which the model can auto-
matically decide how many actions in one turn to perform
based on the context. With the development of the NLP
techniques, various pre-training models are emerging such as
Bert, Transformer, GPT-2 [31]. Inspired by SimpleTOD [14],
we recast the action prediction task as a sequence-to-sequence
generation problem where Bt is treated as the input and the
target actions are treated as the output. The model will learn
to automatically generate the end token if it feels confident
enough. The pre-trained GPT-2 model is leveraged.

To adapt our input Bt to the GPT-2 model, we first transfer
the dialogue states Bt into a sequence containing a list of
triplets: x = “ < |belief | > a1, s1, v1; · · · , am, sm, vm, <
|endofbelief | > ”. The output is also a sequence: y = “ <
|action| > a1, · · · , an < |endofaction| > ”. A training
sequence is the concatenation [x; y] of the x and y. We denote
it as g = (g1, g2, · · · , g|g|). Given a training instance like this,
the joint probability of the sequence is calculated as:

p(g) =

|g|∏
i=1

p(gi|g<i).

Given a dataset with |K| training instances, the loss for
training the generator ( a neural network with parameters θ)
is the negative log-likelihood over the whole training data. We
aim to minimize the loss as follows:

LA = −
|K|∑
k=1

nk∑
i=1

logpθ(g
k
i |gk<i),

1Here the user provided image is used for linking the similar image in
MMKG. On the other side, the content of user provided image is captured in
action prediction.

where nk is the length of the instance gk.
2) Reasoning for Details: After the action prediction mod-

ule, the model manages to predict a set of actions A =
(a1, a2, · · · , an). The next step is to enrich these predicted
actions with detailed slots and values. In detail, if ai is inform,
then the top-1 slot-value pair (si, vi) will be selected to yield
a detailed tuple (inform, si, vi). When ai is request, then the
tuple will be (request, si, null) where si is the top ranked
slot. Similarly, when ai is recommend, the tuple will be
(recommend, null, vi) where the vi is the top ranked venue.

To do reasoning, we first learn the node representations of
the state graph. Considering that the graph has both positive
and negative links, it is not suitable to apply the traditional
GCN. Actually, to deal with this problem, researchers have
carried out extensive explorations and proposed signed GCN
[8]. To properly integrate the positive and negative tendencies
during the aggregation process, we leverage multiple layers
of signed GCN [8] over the graph and obtain the hidden
representations of all nodes.

In the signed state graph, for each node εi there are
two kinds of neighbors: positive-linked neighbors N+

i and
negative-linked neighbors N−i . It is not sufficient to learn one
single representation for each node as in traditional unsigned
GCN. Thus we maintain two kinds of representations of each
node. We define hPi and hQi as the positive and negative
representations of εi, respectively. The representations are ag-
gregated layer by layer. To incorporate the signed information
during aggregation, we follow the balanced theory mentioned
in [8]. The aggregation of the neighbor information comes
from two parts: the information from the neighbors N+

i and
the information from the neighbors N−i . The detail aggregation
process is shown as follows:

h
P (l)
i = σ(WP (l)[

∑
j∈N+

i

h
P (l−1)
j∣∣N+
i

∣∣ , ∑
k∈N−

i

h
Q(l−1)
k∣∣N−i ∣∣ , hP (l−1)

i ]),

h
Q(l)
i = σ(WQ(l)[

∑
j∈N+

i

h
Q(l−1)
j∣∣N+
i

∣∣ , ∑
k∈N−

i

h
P (l−1)
k∣∣N−i ∣∣ , hQ(l−1)

i ]),

where hP (l)
i and hQ(l)

i are the positive and negative represen-
tations at layer l respectively; and WP (1) and WQ(1) are the
linear transformation matrices. The aggregation starts from h0i
which is the initial representation of εi.

The final representation of the node εi is the concatenation
of the positive and negative representations:

hli = [h
P (l)
i , h

Q(l)
i ].

Then we calculate the loss LH of node representation learn-
ing like [8]. The loss is designed to capture the relationships
among the nodes. We construct a set M containing triplets
(εi, εj , z) where {+,−, ?} denotes positive, negative and no
link, respectively. For each pair of linked nodes (εi, εj), we
sample a non-linked node εk. The first term is a weighted
multinomial logistic regression (MLG) classifier to classify
the relationship z ∈ {+,−, ?} of two nodes. The second term
is to guarantee the distance of positive-linked nodes is closer
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How about the Mellben Seafood ?

expensivegood 
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cheap orchard

++
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user
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SEAFOOD

TASTE 

PARADISE
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Fig. 3: The update of KG-based state graph1

than that of the non-linked nodes, and the distance of the non-
linked nodes is closer than that of the negative-linked nodes.

LH = − 1

M

∑
(εi,εj ,z)∈M

wzlog
exp([hi;hj ]θ

MLG
z )∑

q∈{+,−,?} exp([hi;hj ]θ
MLG
q )

+ λ[
1∣∣M(+,?)

∣∣ ∑
fijk∈M(+,?)

max(0, (‖hi − hj‖22 − ‖hi − hk‖
2
2))

+
1∣∣M(−,?)

∣∣ ∑
fijk∈M(−,?)

max(0, (‖hi − hj‖22 − ‖hi − hk‖
2
2))]

+Reg(θW , θMLG),

where wz denotes the weights of class z. θW and θMLG are
the parameters of the signed GCN and MLG. fijk denotes the
nodes (εi, εj , εk) in M(+,?) and M(−,?), which are the set
of paired nodes including the linked nodes (εi, εj) and non-
liked nodes (εi, εk). Reg stands for the regularization of the
parameters.

After obtaining the node representations, we compute the
ranking score of the corresponding slots and values. For the
ranking of slots S, considering that there are only venues and
slot-values pairs in our graph, we compute the scores of slots
by aggregating the scores of the slot-value pairs belonging to
the same slot and use softmax to get the normalized score of all
the slots. For the ranking of slot-values and venues, We apply
multi-layer perception (MLP) based on the concatenation of
the representations of the user and the corresponding nodes
in MMKG. We denote the ranking scores of slot, slot-values
and venue names as yS , yV and yC , respectively, which are
computed as follows:

yS = Softmax(
∑
v∈Si

yv),

yV = Sigmoid(MLP ([hu, hV ]),

yC = Sigmoid(MLP ([hu, hC ]),

where MLP is the multi-layer perception. hu, hV and hC are
the representations of the user, slot-values and venues.

Here we apply cross entropy to calculate the loss functions
for ranking:

L = CrossEntropyLoss(y, y∗), (1)

where y denotes the ranking result (e.g. yS , yV , yC) and y∗ is
the ground truth result accordingly. Finally we obtain the total
loss of ranking as : LR = δSLS + δV LV + δCLC . δS , δV and
δC denote the balancing coefficients. LS , LV and LC are the
loss of the slots, slot-values and venues.

3) Joint Training: For joint training, the total loss of the
node presentation learning and graph reasoning is as follows:

L = αLH + βLR, (2)

where LH and LR represent the loss of the node representation
learning and ranking, respectively. α and β are the coefficients.

IV. EXPERIMENTS

In this section, we will evaluate our proposed model. For
better explain and analyze our model, the following questions
are used to guide the analysis of the experiment.
• RQ1. Compared with the state-of-the-art conversational

recommendation methods, how does our method per-
form?

• RQ2. Is our model robust to different settings, and which
design of our model has more significant effects?

• RQ3. Whether our model can handle zero-shot scenarios
and provide explanations for decision making?

A. Experiments Setup

1) Dataset: There are several multimodal dialogue datasets
contributed. However, to the best of our knowledge, most of
them are not suitable for our conversational recommendation
with MMKG scenario. For example, MMD [32] comes with
no dialogue state or dialogue act annotation. MDMMD++
[9] looks promising but the dataset is not publicly available
yet. SIMMC [26] comes with state and action annotations
but it is not a recommendation setting. Fortunately, Liao et
al [20] propose a fully annotated task-oriented Multimodal
Multi-domain Conversational dataset (MMConv2) which pro-
vides realistic conversational recommendation scenarios. The
dataset contains large-scale multi-turn dialogues covering five
domains: food, hotel, nightlife, shopping mall and sightseeing.

2https://github.com/liziliao/MMConv
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It also contains a structured venue database and annotated
images. During the conversation, both the agent and the user
can provide images to each other. The statistics of the dataset
is shown in Tab. I. The conversations between the user and
the agent are designed based on real user settings. The goal of
the agent is to recommend the target venues to the user. The
dialogues are fully annotated with dialogue belief states of the
user and tuples of the agent such as inform-price-cheap.

TABLE I: Statistics of the Dataset
# Dials # of Turns # of venues # of reviews # of images

5,106 39,759 1,772 39,772 103,773

TABLE II: Statistics of the Dataset Split
Dataset # of Dials # of Turns Avg. # of Turns

Train 3,500 26,869 7.677
Val 606 4,931 8.137
Test 1,000 7,959 7.959

2) Training Details: We split the dataset for training,
validation and testing. To facilitate the investigation of the
zero-shot situation, we split the dataset by different goals of
the dialogues. We ensure that there are no overlapping goals
in training, validation and testing datasets. The statistics is
shown in Tab. II. The input to the action prediction model
is tokenized with pretrained BPE codes [34] associated with
DistilGPT2 [33]. We use default hyper parameters for GPT-2
and DistilGPT2 in Huggingface Transformers [40]. Text se-
quences longer than 1024 tokens are truncated. For reasoning
part, the layer number L of the signed GCN is set to 2. The
dimension of the node features in signed GCN is 128 and the
batch size is set to 64. The learning rate is set to 0.001. The
initial representations of the entities in the MMKG and the user
in state graph are set to random vectors. The maximum number
of training epoch is 100. The maximum number of turns of
online evaluation is set to 15. To define the image similarity
threshold when updating MMKG via images, we apply simple
greedy search method to validate the performance based on
the candidate thresholds {0.5, 0.7, 0.9}. All the parameters are
tuned on the validation set.

3) Evaluation Metrics: Our goal is to predict the dialogue
act of the agent and also provide the detailed content of act to
the user such as inform slot value, request slot or recommend
a venue. We measure the performance of our model by offline
and online evaluation similar to [8].

For offline evaluation, the Act Accuracy is the proportion of
the correct predicted samples to the total samples. Considering
that the result contains more than one actions, we regard it
correct when all the predicted actions are strictly equal to the
ground truth omitting the order of the actions. EMR stands
for turn-level entity matching rate, which compares predicted
entities (slots, values, venues) against annotated ones when the
dialogue act is predicted correctly. Given the testing set with
R turns, the EMR is calculated as follows:

EMR@k =
1

R

R∑
i=1

EMRi,

EMRi =

{ |Zi
gt∩Z

i
pre|

|Zi
gt|

, if the predicted actions are correct

0, otherwise

where EMRi is the EMR score of the i-th sample. The Zigt
and Zipre is the ground truth entity set and the top-k predicted
entity set for all actions, respectively.

IMR stands for dialogue-level item matching rate, which
evaluates the predicted venues against the ground-truth across
all turns in a dialogue. For each dialogue, we maintain a venue
set J ipre which stores the top-1 predicted venue of the turn
whose predicted actions contain “recommendation”, the IMR
is calculated as:

IMR =
1

N

N∑
i=1

∣∣J igt ∩ J ipre∣∣∣∣J igt∣∣
where J igt and J ipre is the ground truth item set and the top-1
predicted item set, respectively.

For online evaluation, we use user simulator to evaluate
the performance of recommendation like [8]. We simulate
the interaction process between the user and the agent. The
user will randomly inform a slot-value at the first turn, and
then the agent provides the response to the user based on
the output of our model. After the multi-turn interactions, the
dialogue will finish when the agent successfully recommends
the target venues or the dialogue reaches to the predefined
number of turns. We use SR@t to measure the cumulative
ratio of conversation completion by turn t of dialogue. SR is
mainly used to evaluate whether the user’s ground truth items
can be found quickly in an interactive scenario.

4) Baselines: Several baselines on conversational recom-
mendation are used for comparison.

Max Entropy. This method designs the rules to perform the
actions of the dialogue. When generating questions, it always
chooses the attribute that has the maximum entropy among
the candidate attributes in each turn. The method makes a
recommendation based on the number of candidate item sets
with a certain probability.

Abs Greedy [6]. This method only performs the recom-
mendation and it recommends item in each turn until it makes
successful recommendation. It updates the model and takes the
user rejected items as negative samples. The method achieves
equal or better performance than bandit algorithm such as
Upper Confidence Bounds [1] and Thompson Sampling [3].

SCPR [17]. It is a graph-based path reasoning method to
model the multi-turn conversational recommendation. It starts
from the user vertex and then walks through the attribute
vertices on the graph based on user feedbacks.

UMGR [43]. This method represents user preference by
user memory graph and then applies graph reasoning to model
multi-turn conversational recommendation. The dialogue acts
are predicted based on the hidden state of the user memory
graph.

UNICORN [7]. This method is a unified conversational
recommendation policy learning method. The authors leverage
a dynamic weighted graph based RL method to capture
dynamic user preferences and learn the action selection strate-
gies at each conversation turn. They apply preference-based
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TABLE III: Performance Comparison With Baselines
Offline Evaluation Online Evaluation

Methods Act Accuracy EMR IMR SR
EMR@1 EMR@3 EMR@5 SR@5 SR@10 SR@15

Max Entropy 27.76 0.97 12.41 15.08 4.88 8 28.22 44.56
Abs Greedy 21.85 - - - 2.66 18.89 29.56 38.33

SCPR 26.56 2.98 20.08 29.03 5.28 11.78 37.78 49.44
UMGR 23.96 10.01 11.80 15.91 9.58 24.73 38.04 45.52

UNICORN 24.49 12.25 16.38 19.19 10.08 12 24.11 40.33
SGR 37.2 17.11 23.49 25.28 11.7 38.21 50.04 54.60

item selection and weighted entropy-based attribute selection
strategies to obtain the detailed actions.

B. Quantitative Results

1) Main Results: The performance of all methods on the
dataset is presented in Tab. III. We can observe that our method
outperforms the baselines on most of the metrics. From the
results of the offline evaluations, we have the following discov-
eries: First of all, it is important to see that our model shows
higher Act Accuracy compared to other baselines. Our model
is designed to be more suitable for natural dialogue scenarios.
In each turn, our model is able to generate several actions at
the same time. However, the baselines can only consider one
action at one turn. Moreover, our model also obtains better
EMR and IMR, especially EMR@1 and EMR@3, which is a
significant improvement over all the comparison algorithms.
This effectively demonstrates the superiority of our method in
offline prediction. Specifically, it can be found that our model
achieves a higher improvement under EMR@1. This indicates
that our algorithm can effectively select the most appropriate
slot, slot-value pair or venues while maintaining a high act
accuracy. This means that our model is not only closer to the
natural form of dialogue, but can also ask the most effective
questions for the user.

Compared with our algorithm, other algorithms have lower
offline evaluation results. Max Entropy uses simple rule-based
protocol to select the actions of the dialogue with probability.
Such a policy has high randomness and does not maintain
the coherence of the dialogue. SCPR takes advantage of the
structural information of the graph to effectively filter out some
useless slot-values, so its EMR and IMR are higher than that
of Max Entropy and Abs Greedy. However, compared with
our model, SCPR has lower EMR@1, EMR@3, IMR That’s
because our model has better performance on slot and venue
ranking. SCPR uses an algorithm similar to max entropy to
sort the entities. It cannot well select the most appropriate slots
and venues according to the current state of the dialogue. For
UMGR, the ranking of entities is only related with the hidden
state of entities without considering the user information,
which makes it less sensitive to the exact dialogue situation.
The EMR@1 and IMR of UNICORN is higher than other
baselines. That’s because the UNICORN applied dynamic
weighted graph to capture the sequential information of the
dialogue history which is beneficial to learn user’s preference
on items. However it still uses weighted entropy to select
the candidate slots and values similar to SCPR. It also does
not consider the complex relationship among slots and values.
Therefore, the performance of UNICORN is worse than that
of our model.

From the online evaluation, it can be seen that SCPR has
superior results than Max Entropy and Abs Greedy because
SCPR uses reinforcement learning to learn a well-designed
policy that is responsible for performing the appropriate act to
interact with the user. Intuitively, reinforcement learning can
make better use of feedback in the process of user interaction.
The performance of UNICORN is relatively lower than that
of other baselines. The reason is that the UNICORN applies
weighted entropy to obtain the requested slots which is more
difficult to select the candidate items in less turns. Our model
has a significant improvement compared with the baselines.
It indicates that our model can identify the ground truth item
in a shorter number of dialogue turns, which shows that our
design can adapt to more flexible interaction scenarios. We
suspect that the multi-action prediction also contributes to the
better performance than other baselines.

2) Ablation Studies: (I) Analysis of signed links. To ex-
plore the complex relationship among the slots and values of
the venues, we design positive links and negative links in the
database MMKG and user state graph. During reasoning, we
leverage signed GCN to learn the node features which can
better capture the signed relationship among different nodes.
To demonstrate the effective of signed links, we perform
experiment on a variant model which transfers the signed links
into unsigned links. We delete the negative links and construct
unsigned graph for database and user state graph. Then we
apply a widely used GCN-based method named LightGCN
[12] to learn the node representations. To be fair, the rest of
our model remains the same. The result is shown in Fig. 4. The
SGR LightGCN represents the variant model using LightGCN
to learn the node features. We can observe that although there’s
no obvious difference under EMR between the two method,
our SGR performs much better than SGR LightGCN under
IMR. It indicates that the signed links can better recommend
proper venues to the users. That’s because the slots with
exclusive values increase the number of paths between the
user and venues by positive and negative links. Thus with the
help of signed links, the relationship between the user and
venues are enhanced.

(II) Effectiveness of the ratio of negative links. We conduct
experiments under different proportion of negative links of
each slots. The proportion ranges from 0 to 1, where 0
means there is no negative links in the MMKG and 1 means
that we leverage all the negative links of each slot in the
MMKG. As shown on Fig. 5, with the proportion increasing,
the performance improved and then degraded with a larger
proportion. We suspect that the negative links provide more
evidence about users’ preferences. Thus the introduction of
negative links with proper proportion will help the model do
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Fig. 4: The effectiveness of signed links.

better reasoning. However, when there are too many negative
links, the MMKG becomes larger and more complicated. The
node will aggregate more information from the neighbors
which may bring noise into the learning process.

Fig. 5: The effectiveness of the ratio of negative links.

Fig. 6: The effectiveness of images.

(III) Effectiveness of images. Compared with traditional
textual conversation, users and agent are allowed to commu-
nicate with images in our task of multimodal conversational
recommendation. As the saying goes, “A picture is worth
a thousand words”. The images convey more information
about users’ preferences which help the agent recommend
proper venues to them. To demonstrate the effectiveness of
images, we perform experiments with a variant mode named
SGR wo image. It denotes the variant model by omitting
the image information in dialogues and only considering the
textual conversation.

The performance on EMR and IMR is shown in Fig. 6. We
can observe that the performance is decreased when we only
consider the textual conversation. It indicates that the images
can help better represent users’ preference in some cases. This
is because when user provides an image, we can search for
similar images in the database and add a positive edge between

user and the similar image. Note that the image is also linked
with the venue it belongs to in the graph. In this way, we link
the user and candidate venue in the state graph. By leveraging
signed GCN, we integrate the information of the venue into
the user node, which is beneficial for the model to better rank
the entities as well as the venues.

3) The performance of different domains: We conduct
experiment about the performance of different domains in the
dataset used in our paper. The result is shown in Tab. IV.

TABLE IV: The performance of different domains.

domains #samples EMR@1 EMR@3 EMR@5 IMR
food 56.7% 18.42 22.87 24.39 7.73
hotel 11.1% 15.29 18.66 21.85 16.28

nightlife 10.2% 17.97 21.74 23.89 12.04
shopping mall 7.1% 21.94 27.31 28.60 36.15

sightseeing 14.9% 14.06 19.78 22.01 12.92

We can observe that the number of venues and the dis-
tinctiveness of attributes affect the performance. For example,
the IMR score for the food domain is smaller than that of
others, which is due to its largest number of venues. On the
contrary, the EMR and IMR for the shopping mall domain
is better than those of others. We suppose this is because
the number of shopping malls is relatively small and the slot
values for it are rather distinctive. It is easier for the model
to learn the preferences of users and recommend the proper
shopping mall. For example, the locations of shopping malls
are relatively scattered, and several popular shopping malls are
quite distinctive in certain aspects.

C. Qualitative Results
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Fig. 7: The case study of the zero-shot situation.

1) Zero-shot Case Study: Our model has the ability to
handle zero-shot items. That’s because we can learn the
inherent features of venues based on the MMKG of the
database via signed GCN. When a user intends to look for
a new venue, we can match user’s preference by reasoning
on the updated graph according to the dialogue state. The
IMR for old venues and new venues are about 21.25 and
7.45, respectively. Although the performance of new venues
is not as good as that of old venues, the graph in our model
enables the prediction of new venues, while other non-graph
based methods cannot handle new venues. We show a case
study for the zero-shot situation in Fig. 7. In the example,
the target venue JUMBO SEAFOOD RESTAURANT is a new
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venue never seen by the model during the training procedure.
The venue is linked with many attributes in MMKG. Here we
just show part of the attributes related to user’s preferences.
Based on the dialogue states up to the current turn, the user
is positively linked with (dessert, family friendly, shark fin
soup, good score, tanglin region) and negatively linked with
downtown region, average score. According to the information
aggregation and propagation in signed GCN, the representation
of the venue JUMBO SEAFOOD RESTAURANT integrates the
information of the attributes and the user. The venue WAH
LOK CANTONESE RESTAURANT integrates the negative
information from the user. Therefore, the target venue JUMBO
SEAFOOD RESTAURANT is more likely to be recommended
to the user.

2) Explainability via State Graph: To show the explain-
ability, we give a simple example in Fig. 8. The user wants
to find a place with eggs to have breakfast. We show the state
graph in dashed lines. In the first step, the user is positively
linked with the attribute breakfast and eggs to illustrate the
user’s preferences. The venues with these corresponding at-
tributes are activated (we just show parts of the candidates
here) and receive the preference information from the user in
the MMKG. After reasoning over the state graph via signed
graph convolution, we obtain the scores of the candidate
venues which are shown on the arrow lines linking the user
and the venues. The top three venues are FORTY HANDS,
SRI KAMALA VILAS and SWEE CHOON TIM SUM with the
scores 0.42, 0.41 and 0.40, respectively. As the conversation
proceeds, the agent learns more about the user’s preferences.
The user further gives his/her preference on region little India
in the following step. Then the representations of the venues in
little India are enhanced. During model reasoning, the user’s
new preferences are integrated and propagated in the updated
MMKG and the scores of the candidate venues are changed.
We can observe that the venue SRI KAMALA VILAS better
matches the representation of the user with a higher score
0.48. Therefore, the agent is more likely to recommend the
SRI KAMALA VILAS to the user.

V. CONCLUSION

In this work, we explored a new type of internal state rep-
resentation for multimodal dialogues and proposed a signed-
graph based reasoning model over it to guide the decision mak-
ing process. Specifically, inspired from studies on multimodal
knowledge graph, we construct multimodal state graph and
gradually update it to keep track of dynamic user preferences.
Based on the state graph, an end-to-end graph convolutional
neural network integrates preference tendencies from the graph
and reasons about the next action to perform. As the prediction
results inherit the graph structure, it caters for cold start
venues and naturally provides explanations for predictions. We
conducted experiments on a public multmodal conversational
recommendation dataset. Both quantitative and qualitative
results demonstrate the effectiveness of our proposed method
while also show its ability in handling zero-shot cases and
enhancing explainability.

In future work, there are several problems can be further
explored. For example, how to make better integration of
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Fig. 8: The sample for explainability of our model.

the images in multimodal conversational recommendation.
Besides, when user provides less preference at the first sev-
eral turns, how to conduct proper dialogue policy is also a
challenge to be considered.
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